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As a rt-sult of characterizing joint scene content in

terms of the joint probability density function, a new

registration metric was defined as the thresholded difference

(TD) method. It produced a sharper correlation peak than

other pixel-by-pixel methods investigated. Analytical

comparisons and simulations were done to show the effects of

scene content on registrations by direct cross correlation,

mean absolute difference and thresholded difference methods.

An adaptive binary quantizer was implemented which sets

the quantization threshold as the mean or median in a 3 x 3

moving window. It showed far superior peak sharpness when

compared with a global thresholding method; however, it

showed greater sensitivity to noisy images.

Gradient pre-processing to enhance image high frequency

content produced sharper correlation peaks for all methods

except the TD method which was unaffected but still had the

sharpest correlation peak of any method.

Simulations were done for imagery representing different

spectral bands, different time of day and different scale.

For these non-compatible images, the TD method showed results

which were generally as good or better than the other methods.
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1. INTRODUCTION AND SUMMARY

A nurriber of Air Force systems, whose operating reglmez

include mid-course and terminal phases, have need for reliable,

stand-alone guidance capability. A useful technique for

accomplishing this guidance has been to correlate imagery

from an on-board sensor with reference imagery stored in a

computer.

The development of smaller, faster and less expensive

signal processing hardware makes it practical to consider in

more detail the possibility of real-time or near real-time

processing of two-dimensional data sets such as obtained from

sensors in multiple spectral bands. Further it is possible to

consider doing more of this processing on-board to reduce

dependence on data links. Applications for real-time tiwo-

dimensional processing of imagery include image registration,

automatic target handoff, pattern recognition and feature

extraction. The major technique for accomplishing these

applications is computation of the cross-correlation function

between a reference image and the incoming, unclassified

imagery.

The remainder of this section provides a summary of the

problem statement and objectives,details of the effort ;pro-

posed to accomplish those objectives, and a summary of signifi-

cant results. Further details of the method and results are

given in sections 2. through 6.



1.1 Problem Statement and PW _- ives. The correlation

technique weoks well under ideal conditions, i.e., compatible

sensors, no geometric distortion, high .ignal-to-noIe ratio

and relaxed time constraint for computation. In fact, a numler

of variations on the cross-correlation function algorithm have

been shown to reduce false peaks, provide high spatial regis-

tration accuracy or reduce required computation time. Unfor-

tunately the advantages mentioned above are usually comoetltive

and not attainable with any one given algorithm. In many

cases the two images are obtained from different sensors so

that differences in field-of-view, spectral response and

geometric distortion add to the processing compLYxLty and

introduce additional error sources in the cross-correlation

technique.

Variations on the classical cross-correlation function

definition have been examined which seek to improve resolution,

reduce false peaks and increase processing speed. A tech-n*que

known as the sequential similarity detection algorithm [l-

increases processing speed by computing a function tased on

the difference of data point amplitudes instead of their

product. Since subtraction is a faster process than multipli-

cation, a time savings is realized. A phase correlation

technique which improves resolution and false peak rjection

is described by Kuglin and Hines [2]. Unfortunately tnis

improved performance is achieved at the cost of increased

processing complexity.



Algorithms whici sacrifice gray-scale for increased

processing Speed are reported by various companies engagred

in two-d mersional correlation research. These algorithms

offer the best p1romise for real-time correlation of two

images. In fact if an extreme coarse quantization (2

level or 1 bit) is used then multiplication and addition

are reduced to simple logic functions. The sequential

similarity detection algorit-m and direct cross-correla-

tion algorithms are then computationally equivalent, the

only difference being in the specific logic operation re-

quired for implementation.

The effects of coarse quantization on correlation

processes have been examined in detail elsewhere [3] - [7].

A brief summary statement of the results indicates tih.at the

statistical disadvantage incurred by coarse quantizatlon

of the images is offset by being able to include more pixels

in the correlation computation for a real-time requirement,

assuming that geometric distortion is not a problem. Thus

for an application which requires real-time correlation,

quantization of the data to two levels is an attractive

technique. A more complete comparison of various correlation

techniques for the automatic handoff problem is :iven in [6].

Examination of the probabilities of false regstration

and detection for correlation of two television images, as

a function of the video signal-to-noise ratios ind a preset.

correlation threshold, has been done for coarse quantization

of the video signals to two levels [8].

L ..... .. ..... ... ... ,. ...... ..3



Sev ral approachtes to Lhe false acqul.-itioi. -rotlem

Pave assumed gaussian statistics for the correlation func-

tion itself. Rockmore [9] extends this approach us-ing an

Edgeworth series expansion so that the correlation function

statistics are no longer restricted to being gaussian.

Limited parametric analyses have been done by various

investigators which show the effects on correlator Ferfor-

mance of quantization method [7], image rotation, image scale

differnices, synchronization error [i0] and image sampling

masks for specific a~plications. These specific applications

typically involve correlation of images from like sensors;

and, the correlator performance is strongly influenced by

individual scene statistics. A recent effort [1i] has looked

at the problem of correlating a day TV image with imagery

from a co-located forward-looking infrared (FLIR) system.

Such an approach to correlating imagery from different sensor

types is important for development of an all-weather capabil-

ity without requiring that a reference image be stored for

each sensor. Individual scene statistics can be sho:n to

strongly affect the probability of correct registration for

any correlation algorithm. Some method for adjusting

correlator thresholds or preprocessing steps adaptively,

dependent on the scene statistics, is needed.

It is desirable to provide a sound theoretical base

which shows dependence of correlator performance on all the

above parameters in such a way that the results could be

applied to new guidance concepts, including those using

.4



non-compatible sensors in an all-weather system. Further,

it is desirable to characterize ability of the correlator to

automatically identify target classes and to rKject similar

false targets. Also, experimental validation of the theory

by correlator simulation using actual multi-spectral imagery

is desirable.

Based on familiarity with guidance concepts and sensors

used in Air Force systems the following three objectives are

stated for this effort.

Objective #1: Develop specific characterization of

parametric effects on correlator performance in a way to

provide maximum flexibility in application to existing and

new system concepts. Parameters will include but not be

limited to: quantization method, error sources, contrast

reversals, threshold for quantization, threshold for correla-

tion, non-compatible sensors and effect of selected pre-

processing algorithms.

Objective #2: Characterize dependence of correlator

performance on individual scene statistics for compatible

and multi-sensor imagery. Develop theory for an adaptive

correlator which optimizes performance for given scene

statistics.

Objective #3: Using actual imagery, validate parametric

dependence through computer implementation of various correla-

tion and pre-processing algorithms.



1.2 Proposed Effort. Of the related areas essential to

the development of an all-weather capability for guidance

nased on correlation of imagery, several are in need of

further analysis and verification through simulation to

improve correlator performance and to predict critical para-

metric dependence.

Several key points need to be examined and understood

to provide a good measure of expected correlator performance

for stand-alone, all-weather systems. These key points and

several related problems will be examined in detail in the

proposed program.

Specifically, solutions of the following problems are

critical to meeting the desired objectives for an image

correlation system:

1. Scene Dependence - Relative sharpness of the

correlation function, probability of correct

registration and the success of pre-processing

algorithms have been shown through simulation

studies to depend strongly on scene character-

istics. This dependence must be characterized

to allow optimization of correlator performance.

2. Threshold Effects - Both in terms of quantizer

threshold and detection threshold, there are

still uncertainties on how these values should

be chosen. Further, thresholding for edge

detection algorithms has a critical impact on

correlator performance. A sound theoretical

b



base backed up by simulation results is needed

to provide guidelines on threshold selection.

3. Pre-processing and Distortion - Further work is

needed to determine the effects of distortion

and what kinds of pre-processing would improve

correlator performance. Specifically, in terms

of images from non-compatible sensors there is

a need to investigate algorithms in addition to

the gradient method. A trade-off of correlator

improvement versus computational burden must be

developed for uniform comparison of processing

methods.

4. Adaptive Correlation - Once parametric dependence

for distortion, scene statistics, threshold

effects and processing methods have been deter-

mined, it is desirable to provide an adaptive

capability for the correlator to optimize

performance.

5. All-weather Capability - All the above analyses

and simulations should be based on conditions

which would provide a stand-alone system with

all-weather capability.

The following tasks are proposed for accomliql,)srt of

the goal of developing a model and methods for evaluating. the

parametric dependence of image registration performance.



Task 1 Gain faim liar ity wIth s,,c I fic ieta 1ls of

guidance concepts and :;enior:: u:;ed in

exi st ln arid I ianried Air' borc e2y':t ems.

This task will t,. accomli:,d Iv visits

to Wright Patterson AFB.

Task 2: Exaunple ima ery for correlation analysis

will be solected from available imagery

from specific Air Force systems, from

multi-spectral photographs digitIzed by

scanning rnicrodensitometer, or from com-

puter-generated special case Imagery of

known statistics.

Task 3: Distortion including rotation and scale

errors of selected magnitudes will Le

applied to the imagery. Effect on correla-

tor performance will Le quaritifid.

Task 4: Quantizatlon effects on correlator rer-

formance will be evaluated for cor;t'nucus

gray scale, binary and 3-level t ser

showing effects of quanut zer tr.r,.:.c!" i,

Task 5: Prte-proceo'sing algorIthms whch ext.:it

edge information from t h: im, r'..

evaluated In terms of t te, -'f >n

correlatrr .erformanc(, :nta ':Lir,.'"

Tas;k 6: ,cene characterizat I on in terms" of

1iottbi lity drl.lty. V' uf ct :". ]% 1 ,

cQ:I; 'it-i ti tl'-:m; cisp; u>

6t7.~: ui~ ;r ..............



Othetr dcscriptive features ,-ill be computed

for sene characterization.

Task 7: A sound theoretical base will be estab-

lished for evaluating correlator perfor-

mance in terms of scene characteristics,

quantization method, selected distortions

and pre-processing methods.

Task 8: Based on parametric analyses of correlator

performance, adaptive methods for perform-

ance optlmlsation will be recommended.

Figure 1.1 shows the concepts included in this proposed

effort. The combined experimental/theoretical approach should

provide definitive answers about the effects of specific

parameters on correlator performance.

1.3 Results Summiary. Early emphasis was placed on character-

izing scene content and on utilizing scene content to adap-

tively modify the correlation approach (in choice of algorithm,

quantization thresholds or preprocessing steps). Specific

accomplishments are summarized below.

1.3.i Thresnolded difference Borithm. As a result of

characterizing J, l:1 t scene content Ii, terms of the,

.roLaLilIty dtn;.ity function a new rpI ts!tration mntric 'as

definetd (r'tfr:r'd to in tis r,,,:ort ;S the( t re,'.o1 d

diIffer't.nce (TII) m,.thad) which r ro)vides:as .':art,'x 5.1' 1::tl >:.

p eav tolan any other' I Ix,'l-t y-I ix,l mthod nv;.s.

becaiue of" this i'l ,is lu, Fer'fc rma nce' th', ,;f'crt ;,Wi. -i .... 5":.. . 1

1o pfvid a m r* . (, - !!.' . .t o ,' v . , t ri, _ < , < r t t it ''i ." , i , o, -, i ,



EXAMPLE IMAGERY

'System Specific
*Generated DISTORTION

*Special cases *Rotation - selected

angles in azimuth &

T elevation
*Scale-5%, 10%, 15%, 20%

QUANTIZATION & PRE-PROCESSING ePixel mismatch probabilty

*Continuous gray scale

*Binary r
T

'3-level 2-- PARAMETER MODIFICATION
j I T 2 .

'Edge detection-algorithms
and threshold effects

'Pre-distortion

*System specific
ADAPTIVE MODIFICATION

'Performance bounds

11*Scene dependence

SCENE CHARACTERIZATION 'Quantization effects

'Joint probability *Distortion dependence

density functions *Pre-processing effects

*Feature extraction 'Recommended adaptive

& scene classification methods

REGISTRATION PERFORMANCE

* Probability of false fix

*Probability of registratior

'Statistical reliability PARAMETRIC DEPENDENC

'Registration accuracy

Figure 1.1 Concepts for correlator evaluation
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1.3.2 Gradient preprocessing. Since images with higher

spatial frequency content produce sharper correlation peaks,

it follows that a high frequency emphasis processor such as

the gradient should produce a sharper correlation peak. A

simple 3 x 3 gradient processor was applied to typical TV

and FLIR imagery. The resultant correlations were sharper

for all algorithms except the TD method which was still the

sharpest peak of all. Slice the TD method is inherently a

high resolution method aoywav', then gradient processing had

little or no effect on '.

1.3.3 Adaptive quantization threshold. For binary and

tri-level correlators ,he quantization thresholds are typically

chosen to be dependent on global scene statistics (mean and

standard deviation). This global thresholding tends to

reduce high spatial frequencies in the image, even for images

which have been gradient processed. A locally adaptive quan-

tization method was implemented whereby thresholds are based

on statistics (mean and standard deviation) within a small

window about the pixel being quantized. Simulation results

for a binary correlator using an adaptive threshold in a

3 x 3 window gave a high resolution correlation function.

2. SCENE CHARACTERIZATION

One objective for this effort was to develop met!:ods

for characterizing scene content and to make use of ki.owled(o

of scene content to optimize registration algorithmrs, para-

meters, etc.

l



2.1 Scene Content and Correlation Accuracy. One measure

of scene content is its two-dimensional spatial transform

which gives a detailed measutre of spatial frequency content

in the image. From two images r and s, whose tranzfrrms are

R and S, we form the two-dimensional cross spectrum of spatial

frequency.

GR ( ,) R , ) S*( ,D) (2-1)

The inverse transform of G is the cross correlation

function, C, of r and s.

Crs(a,6) F GRS(,$) (2-2)

Further, because of the inverse relationship of size

between two Fourier domains, it follows that high spatial

frequencies in G transform to sharp correlation peaks in C.

Therefore, a sharper, more accurate correlation peak is

expected from imagery with high spatial frequency content;

and, preprocessing algorithms which enhance high frequencies

have the potential for improved correlator performance.

2.2 Statistical Characterization. One method for concise

characterization of scene content is in terms of statistical

descriptions. Univariate statistics give a description of

individual images and bivariate statistics provide joint

descriptions between images. In either case, the most cormplete

statistical description is provided by estimates for the n-th

order probability density functions (pdf). Other statistical

descriptors such as moments or statistical functions can be

defined in terms of the appropriate pdf.

1~|



2.2.1 Simple moments and univariate statistic.s. M,-ar and

standard deviation are often used as parameters in setting

quantization thresholds for binary and tri-level registration

methods. These parameters are estimated as array averages

for an image, f, with K x L pixels as

Mean estimate

K L

A 1
=KL~ jf(i,j) (2-3)

i1- j=i

Standard deviation estimate

A [fs /ij A\1
= IK-lLd _I~f~~i)vjJ(2-4)

i=l j =

Additional statistical descriptions for the image are

given by the following functions.

1. Histogram - an estimate for the univariate
amplitude probability density function
(for 8 bit quantization)

na
h(a) = KL a = 0,255 (2-5)

n a = number of pixels at amplitude a

2. Fourier spectrum

Gff(6,a) = IFFT~f(x,y)l 2 (2-6)

3. Autocorrelation function

Cff(a,6) IFFTEGff(

13



2.2.2 Joint statistical descriptior.. Registration proper-

ties of two images are completely characterized by the joint

probability density function between the two image ,:'.th

shift in two dimensions (a,6) as parameters. Parametric ana-

lysis of this joint pdf requires knowledge of the cross

correlation function between the two images. Since the objec-

tive is to use the joint pdf to predict cross correlation

properties, the analytical approach appears to go in circles.

An estimate for the joint pdf between two images is

given by their joint histogram. For eight-bit images the

joint histogram has a domain of 256 x 256 values and presents

a relatively complicated statistical description of the

joint properties of the two images. Additionally a complete

histogram surface is generated for each relative spatial

shift between the two images. Thus it appears that charac-

terizing two images by their joint histograms is a formida-

ble task which produces too much information to be useable.

Strictly speaking this is true; however, there is useful

information and enhanced understanding to be achieved from

examining the joint histogram.

For images r and s with 8-bit pixel values and size

K x L, the joint histogram for shift (a,6) is given by

n(ra, s
h(a,b,a,6) = KL a,b = 0,255 (2-8)

where n(raSb)  number of pixel pairs

wherein the amplitude in r was a

while the amplitude in s was b.

14
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, ome in.s Iit into toe r.g: strat on proceC- is aC1-.1 eved

by examining the pro crtics of the joint histogram for' some

special cases. At reEgistration, ideally, all pixels match

exactly and all points in the joint histogram ife ailo,- the

r=s line as shown in figure 2.la.) Realistically, at registra-

tion some pixels will not match due to uncorrelated noise in

the images or due to geometric distortions. These mismatched

pixels are represented as points scattered off the r=s line

in figures 2.1b.) and c.). The rms scattering distance is

relatable to signal-to-noise ratio or to percent distortion.

The effects of gain errors and mean value shifts between

the two images are illustrated in figures 2.1 d.), e.) and f.).

It will be shown later that these two errors may be corrected

by a simple amplitude range scaling prior to registration.

Further insight into the behavior of the jo-t ,_df for

two images with varying degrees of correlation is gaine by

examining the special case where r and s are Jointl u sian.

Equi-amplitude contours in the joint pdf domain are . in

Figure 2.2 for a) uncorrelated-equal variance; ;- , rlated-

unequal variance; c) partially correlated; and ')

(perfectly regist ,rud).

15



S all valuc>- lie orn r=c

>
r

a.) Ideal registration

r=s

- some values :cat>,:e:ie
off r=, line

*-rms scatterg d
dependent on s ratio

r

b.) Uncorrelated noise at registration

r=s

°- - some values scatterci
. . off r=s line

rms scatterin- ce
dependent on perc, t dit:raion
and scene content

r

c.) Geometric distortion at registration

['igure 2.1 Joint Histogram Properties



all .'ai~'2 l~hitCi ti* ~~

d.) 1M1ean 'value shift at registration

S= s

all values Lie on th~is line

0
r

e.) Gain error at registration

all values lie on line

S

0
0

r

f.) Gain error and mean value shift at reg-i.-tration

T'iGure 2.1 (cont'd)
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JOINT HISTOGRAM

IF r & s ARE JOINT GAUSSIAN

a) -UNCORRELATED b) -UNCORRELATED

-EQUAL VA IANCE -UNEQUAL ARIANCE
S S

p r

Ir r

c) -PARTIALLY CORRELATED d) -CORRELATED (pJ-)

r=s r=s

Ps - is

r r

AT REGISTRATION - IDEALLY r=s

Figure 2.2 Joint Gaussian pdf
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3. R i,; TTRA'i 'l f, TR1C

There are several registration metrics ;,.ac:, mal ie

dtjfid for comparing two images [C]and 111. izt .et].

were investigated and compared as zrart of thiis effort. The

"direct cross correlation" and "mean absolute difference"

metrics were included because of thLir widespread use in

real-time or near real-time aplications. The 'thres}hoided

difference" metric was developed as part of this effort.

Definitions and properties for these three metrics are given

in this section.

Definitions are given for correlating two images r and s

of size K x L and A x N pixels respectively as show.,n in

Figure 3.1. Shift values (p,q) are restricted so that the

images always have KL overlapping pixels.

3.1 Direct Cross Correlation. The definition for the discrete

cross correlation between two spatial functions f1 (n,m) is given

by (3-1)

C(p,q) = E [f(nm f2 (n+p, m+)] (3-l)

where:

E [o] is expected value

Based on an image model which is characterized by % si.ift-

variant mean and shift-invariant second-order statistics [121,

(3-1) may be estimated from a spatially averaged function.

Equation (3-2) defines a nomalized direct cross correlation

(DCC) algorithm for estimating C(p,q) for the image models

shown in Figure 3.1.
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GIVEN - OBJECT OF INTEREST IS CENTERED IN r(m,n)

- OBJECT OF INTEREST IS WITHIN c(m,n)

OBJECTIVE - LOCATE OBJECT IN s(m,n) and find p*, :*

AFTER SCALE MATCHING

s(m,n) has M x N pixels

r(m,n) has K x L pixels

SHIFT VALUES

p = 0, 1, -------, M-K

q = 0, 1-------. N-L

q*

K

q "VNN

L F~

L4J

_N N

Figure 3.1 Properties of Images for Registration
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K L

A E r(rm,n)s(mn+p,n+q)

Cr (p,q) = m=l 1=_

1 Ks +, L 11

1m=l 11=l n=l

where: p = 0, hI-K

q = 0, M-L

For quantization of r and s to 1 bit (2 levels) cr +-1,

the denominator term in (3-2) reduces to KL to give

K L
Crs ( p ,q) r(m,n)s(m+p, n+n)

m=l n=l

Both (3-2) and (3-3) have the property that 1 at

registration.

3.2 Mean Absolute Difference. The definition of the mcan

absolute difference algorithm (MAD) for the images in FIFure

3.1 is given by equation (3-4).

K L
A
Ers (p,q)=l -, r(m,n) - - s(m+p,n+i) + 7

m=l n=l

where r is the mean value of r

K L

r = - r(m,n)

m=l n=l

and pq is the mean value of KL pixels in s at shift F,q.

K L

s s(m+p,n+q)

m=l n--

Jz
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9 CIIN OF JOINJT PROBAB3ILITY D3EN ITY

BINARY TR I-LEVEL

r= s

r

~"~;ue32 Effect c~f Binary anid Tri~1evel Quaritizatior- onl
Corre~ation a., Rupres-ented by the oint J~d
. t~wecen r, and L..

i t I.- cliear tihat there are aruia., where cxaclt.i

matchcs are counited: a.; non-matches by thie to r l.:i;

there are are-as; where v anid shavte widelydifcetvs>

that are counited as matches.



A more logical appjroach is to cor, Adier two pxl :

Ma'tc It:d it' tiie ir vaiut-s i~c Within, iof 1e i Lid t Irehl

ctrrd abo)ut tuie r=.; line. The re.;ult .I sov in !Pijgure

3. 3,t) in t erms of tt he i o t I-d aind a 2 Impie ir~lmrttIe

is shown In l h'i ure 3 .3 L)

The thres:holded difference alg-orlthm is ccemputitlorlaliy

equivalent to the b-bit MAD algorltii oxcept thiat the !mani-

tude error is thr'esholdt-d. This allows for smiall si ibe

errors between amolpitude3 of r and s- with no 1,tzialty. TI, ,e

resultant motric should exhibit a sharper registration ,Eak.

imulation results presunted in se ction 5 . verify tis,- K'ypoth-.-s

THRESHOLDED DIFFERENCE

r=sc

T

r

a) Representation in joint pdf domain

b) Implementation

Figure 3.3 Thresholded Difference Method



4 . PhEv'iOC.;u :'iI;t] AMD .,'JAiTI ZATIO:J

Th ere arc numerous preproce:< ing metnods with [otu ,t al

for applicat ion to th- reistrtioN ;r'obem. },'or' thi ,for t,

methods used in simulations were kept simpla n a seleted

with the goal of improving correlatIon peak s-:arp~iess. Rela-

tively simple statistically based thresholds were deflned for

the binary arid tri-level quantizers.

Gradient preprocessing was implemenrited to ,n;ar,,ic,c i nifh

frequency content in the imajges and produce a sharr r correla-

tion peak. A locally adaptive method was iriplemntcd for the

binary quantizer.

Preprocessing to correct for mean value s aft and gain

differences for pixel amplitudes for the two images is impor-

tant if good results are to be obtained with the thIes:.oided

difference method.

These preprocessing methods are discussed in this secti-n.

4.1 Binary and Tri-Luvel iuantization. Th1e ima,7es were

quantized to two levels or three levels as shown in -Iiure 4.1.

OUT /4%

BTNARY T t -LEV!-k

Figure 4. 1 TrLia-r'y ad Tri1- ,l piuirtA.z(, :i



For the images, thresholds were defined in terms of

statistics for the total (global) image. For binary quanti-

zation, T was chosen as the median value in the larger imare.

This choice for T gives an equal number of plus and minus

ones in the larger image. For the tri-level quantization,

choosing T1 as the lower 1/3 and T 2 as the 2/3

level in terms of total pixels in the amplitude istogram

(ie 33 and 67 percentiles) gives an equal nunher of rixels

at -1, 0 and +i for trie output cuantized image In sumrary

the following thresholds were used.

T = median (binary)

= 33 percentile (trilevel)

T 2 = 67 percentilel

Alternate choices were available and are included in

the program software. These include

T = ± ka
TI, = i ±- ko (b -i
T1,2 tk

T1, 2  low ,%, high ,%

where is the mean, a is standard deviation and k i. a

specifiable constant.

4.2 Adaptive Binary Ouantizer. A locally adaptive 1,

quantizer was implemented which results in a quarnt:i:.,,i

that retains:: thne image higI 'r-,uency content.

pixel in a 3 x 3 array iq'Uantiscd dc-,ident oi i "t V.-

threshold calcul Atfd ,ithin tat w indow. A. t, 1

moves ac ro ;s ti irar? t tlF. '. , 1 t I I I ti ,- 'd !i m d. t (i

luantize th,, M idule j i in tL! 1.',i ds)w.

I I~llm m I II 1 I , . . . ... .



SpeC if ica Ily,

T = median in a 3x 3 wirndow.

Tis-, Lidartive m:ethod itar;the liafge high fireauency

con)rtelt andm hul i-( .-.ult in a hrtr correlation pekfor,

the DCC or :.'A[) alo;r-ithms.- Further it has the advantage of

relatively simple implermentation in re-al time, e-specially if

the meani ins--tead of the2 mtedian Is us:ed a-, the_ th reshld

S imulationi rtesults- in 't-ctioni 5 will comrare cerr~at*Ion

shanne~sfor, the lu and l02(a Ily a-dapt lyev antiL

4 .3 7radiunt 1'-ccess,*inr'. Crau -L~ rerMeIn ofi t 7ce

p:rior to correlation offe~rs tweo po,(&L tia 1dat~< frs.'t

the -radient opevation uros l Ii- Pr: uency ";nt:t ru

shouldi- result in a s-!ar:ser- correlation Feak. Le. c 1

graa tprocv2 I!, y d Ifanrs~

wnicr. m--ay be tie only- fLuatur'c- uf tnlrt

u~ c tra I anrd imgsof a given -:ccne.

~ eeare nu:-u rada nt rires,- __ '-

choos, e includitri th-e kbrsco cErtr ~

convlut ional inosof vai-, 'r- cmutrie:. c I

vales Bcaus.e of' its.: tiI~a a ~ '

operat lon wa S applie-d to tiie imal, t nor cr t ci1

and/or correlation. The g-radint if- cadleItije'

+



w.;here gl( m ,, ) teuits from ccnvo!vr- ig .imug, r arid

window w1 and g 2 (m,n) r'isults from cornvolution w'ith wlndo-..

These s idews were

= w2 = 4
1 01

4 : ad a Correction. The thresholded diffe--rrce

method is especially sensitive to errors in mean value or

gain between two images to be correlated. This was illu:trated

in Figure 2.1 d) e) and f) where it is clear that these errors

(even at registration) shift values off the r=s line in the

joint pdf domain. Both these problems are eliminated if r and

s images are first s:caled to the same arrlitude rare-, mjrovlded

that neither imagre function is clipped. Ccnside a ..... Ctlon,

r, whicn 's ii:eariy rercscnted over the ra-.gku r . 90

rmax and a function, s, which is linearly represcnt*,d over

the range smin to s as shown in Figrlure 4.2.

mma
therane man -oSa s:hwni iue42

ra I u,-,,.-x

m n n T' Jr 11TI II



tnC "dar u li 1 ;~ ;, 7. Fi -u .4 , j-'& :u :d < - t . : '. . ,="

:.ji le linear r'v:: l![ r at r

ma n.']..

This r 2.sclin, 1ij aa d z_ -

step prior to the tnreshol&~d differeac* vra'calcritm.

Ihe rescaling is acco:.t i;:V d using suatio>.: (4-5) an. (-4-0).

v-v
r(re-scaled) r r m.in 255

r -max Main

S-S

s(re-scaled) min 255 (4-E)S -Smax min

For the case of uncorrelated noise in r and s, the li

re-scaling applied to signal plus noise will fcrce ,ix! t' !-

are matched to lie off the r=s line. For the thren!iolded

difference method to work in this case requires that uh- e

threshold be increased to allow larger differences between r

and s. Further the tireshold should be related to ta. >ms

noise levels in the two images.

5. SII(IJLATION RESULTS

All algorithms were first tested using simpic inCut

arrays of data for which the processin, result a .,or ,. -

table. iext the various registration metrics cre J

actual e lectro-optical imagery. The result of t, -

ti ori:;ui'e dj -5c rib('d in t his ::e_,tr on . A sulin swa, y I r}< -I'S a]:-

tioriS l-i, , 1, 'lvofl in 1 ur', .1. v,, ]2 , ] ,i~lveri i



I MAG ERY

" Si TV (ARMY)

" FLIR (ARMY)

* FLIR (AIR FORCE)

* VISIBLE (AIR FORCE) PREPROCESSING

*PREWITT GRAD)IENT

*SCALE CORRECTION

*ADD NOISE

QUANTIZATION

* 8-BIT

*BINARY

• TRI-LEVEL

" ADAPTIVE BINARY

REGISTRATION ALGORITINM

* AUTO/CROSS-CORRELATION

* DCC

* MAD

* THRESHOLDED DIFFERENCE (THRESHOLD)

* FFT METHOD

OUTPUT

" PEAK LOCATION

" PROFILE PLOTS THtRU PEAK

Figure 5.1 Simulation Options Summary



.e m "lch c .i a ir t.e j-r.-ct cross c t.e"P-lat

absclut - differcr.ce a!a .u iy-i.cidd dif'err.c; -

metrics. e 1 T0 1ff ct of r .I2e, ;;ckC cc nt 1.t 0i, o f Cay

varlatic'.os, different sy1.ctral band, and different scale

are illiustrzated by the simulations. Furth.er, the effects of

binary, tri-level and 8-bit quantization as well a:, sradient

pre-processing and an adaptive binary quantizer are -hcsn by

selected simulations.

5.1 Scene Descrirtions. Imagery for use in the correlator

simulations was obtained from two sources:

1. the U. S. Army !.issile Command, Redstone Arsenal,

Alabama; and

2. the U.S. Air Force through The Analytic Sciences

Corporation (TASC).

Both data sets contain multi-spectral, low altitude, short

range imagery from co-located sensors.

Ten image files were established from the data tapes for

input to the simulation program. A brief description of

these images is given in Table 5.1.

The first four images were used in auto-correlation

calculations to provide a known registration point for com-

paring algorithms and quantization methods. To accomplish

this, reference and sensed images were established as shown

in Figure 5.2. The reference image is extracted as the

64 x 64 center portion of the larger 128 x 128 sensed image.
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128

64

p,q= 0,64

128 64 (p*,q*) = (32,32)

r = reference image

s = sensed image

Figure 5.2 Image Segments from Silicon TV

Registration then occurs at a shift position (p*,q*) = (32,32).

For Ohio Files 2 and 10 the geometry shown in Figure

5.3 was used. The reference image was selected as the central

50 by 50 pixels from File 2. This image was then correlated

with the larger 150 by 150 sensed image (File 1).

150

p,q = 0, 101

50 150 (p*, q*) (51, 51)

File 2 File 10

Figure 5.3 Ohio Files 2 and 10 Image Segments



vor Ohio Files 26 and 27 the image- j , _0. trI'es silor.! in

Figure 5.4 was used. The reference image was taken as the

lower right quadrant of' file 26 (40 x 614 pixels). This

segment was correlated with the entire (80 x 128 pixels)

File 27 image.

128

p = 0,41
___ _ 614 80 s

q = 0,6540
r (p*, q*) = (41,65)

File 26 File 27

Figure 5.4 Ohio Files 26 and 27 Image Segments

For the HSV Files 9 and 10, there was a difference in

scale as well as spectral band. An area of corrnonalit ,:as

selected visually from photographs. Scale difference was

computed from dimensions of a large rectangular target board

in the two images. Since File 10 was a narrow field-of-vie:

(NFOV) image, objects in File 10 appeared larger than in File

9 by a ratio determined to be 1.0/0.55. Scaling was appiled

to reduce the size of objects in File 10 to match the -maller

size in File 9. After scaling, File 10 then had only 233 by

215 pixels. Figure 5.5 shows the relative geometrie for

image segments from 1ISV Files 9 and 10. A 56 x 75

34



image is obtained

392

p = 0,45

407 q = 0,46

(p , q ) = (11,6)

File 10

(1,1) 392

215

223 j 75 407 (190,220)

Re-scaled File 10

File 9

Figure 5.5 HSV Files 9 & 10 Image Segments

from File 10 and a 100 x 120 sensed image is obtained from
(* *

File 9 with a match at shift (p, q ) = (11,6).

5.2 Metric Comparison. Comparison of the direct cross

correlation (DCC), mean absolute difference (MAD) and thresiolded

difference (TD) metrics is given in this section for to!e no;30-

free correlation of imagery represented by Scone I and Sceon

2 (ie autocorivelation of Silicon TV imagery) a. shown in

Figure 5.2. Results are shown for 8-bit, -itar,,. ard tri-l ,el

quantizations.



Result- ar show. in .igures 5. t" ru .. fcr . I 1

and in Figures 5.10 Li.ru -j.13 'or SCerie . T:e f Iar

cross-sectional plots through the correlation neak in vertical

and horizontal directions respectively. Peak sharpness. is

greater in the vertical direction for both images. This was

felt to be a result of the limited sampling rate applied to

the 875 line video from which the images were ottained. The

expected result would be reduced frequency content (and a

broader correlation peak) for the horizontal direction.

The comparlsons shown in Figure 5.6 are a) 8-bit DCC

(either direct or FFT implementation), b) 8-bit ',AD, c) binary

DCC or MAD, d) tri-level MAD and e) tri-level DCC. All methods

gave the correct peak location of 32 and peak amrtlitudes

as expected from algorithm definitions for ideal registration.

Thus the only feature for comparison is relative peak sharp-

ness. As can be seen, there are only slight variations in

peak sharpness among the five methods in Figure 5.6.

In Figure 5.7, a) 8-bit DCC repeated for comparison,

b) TD (T=O), c) TD (T=2), d) TD (T=5) and e) TD (T=10)

simulations are shown for the same conditions as Figure 5.6.

The thresholded difference method is clearly superior in terms

of correlation peak sharpness if the threshold, T, can be

Kept small. Itshould be emphasized here that a threshIold of

T=0 gives almost perfect results for the ideal conditions

under which the correlation was done (ie at regstratmon thc

images were known to be a perfect match). For cro ;-corre ]a ,n
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a) DCc 8-.bit
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5.-9 for the peak profile in th-e -.o-rizontal otreot oon for

Scene 1. Avery flat correlIationi reak (aiycl.-o.red by

noise) is produced b:all uehd- eornt th,-e 71' tho hic

;orodaces a peak ,,hose shrnesaca r, de-:d on, -. e value of

T. If the images are L.n':wn t of iq~ ,uality (low. noise,

lo,,w distortion) then it I-, s 'le t acheve hig correla-

tion accuracy wtth ?nhoi( c a lc-v va-Iue of T)

even if the scene hias lwfroc-uenote onclyi.

1 Kdditional comparisons are provided by Figures 5-.10

through r.3ihch ve peak profiles in vertical and h,-orizon-

tal directions for Scene 2.

5.3 N5oise Effects on Reistration Peak. To evaluate th-e

effects of uncorrelated noise on thie different regis--:-tration

metrics, random noise was added to r and s on a pixel zby e

basis and independently for each imag-e. Nois-e-frot, ran

images were taken from Scene I as indicated in h'i*Cure1 5.9
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Zero-mean random noise with specifiable standard deviation 'vwas

added to each image prior to quantization and correlation.

Two sets of simulations were done representing fairly

high noise levels. Signal-to-noise ratios were defined as

SNR - (5-1)0
n

where a is the image standard deviation (image r or s) and

a is the specifiable noise standard deviation. For one set

of simulations a SNR of 0.43 was used, and for the other set,

a SNR of 1.42 was used. Example results are given as vertical

profiles through the peak in Figure 5.14 for SNR = 0.43 and

Figure 5.15 for SNR = 1.42. Each figure compares a) 8-bit DCC,

b) binary DCC or MAD and c), d), e), f) TD for four different

thresholds.

It is clear that the TD method (which is a high frequency

emphasis method) is more sensitive to the high frequency

(pixel by pixel) noise added to the images. It even produces

false peaks for very low values of T. Performance of :he -D

method is similar to the DCC method if T is "large enousgn".

The value of T which is "large enough" depends on noi:se levl.

For the two simulations, the TD method began to btna,:e rea.on-

ably well at a threshold of T 0.5 an  This i. illu:-rated

in Figure 5.14 e) where T = 40- .6 an (a =65 a11 mn Figure

5.15 e) where T = 10 = 0.51 an (an = 19.5).

Additional noise dependence is indicated in Table 5.2

which gives calculated peak location.; for all the alg-ori tijn:

4I o



tested for Scene 1 and SNR = 0.43 and 1.4L. ott, th,-at c-rr0r.,:

are larger for the horizontal (second) peak location. "'his

is expected since high frequency noise was adde-d to -in ±rmaf~e

with inherent low frequency in the horizontal djirect ion.

TABLE 5.2 NOISE EFFECTS

Correct Peak Location (32,32)

METHOD COMPUTED PEAK LOCATICN

SNR=0.1 43 SNR=1.42

DCC(8-Bit) (33,32) (32.32)

DCC (Tri-Level (31,59) (32 .37)
DCC(Binary) (31,59) (32,32)

MAD(8-Bit) (33,32) (32.32)

MAD(Tri-Level (31,59) (33,32)

MAD(Binary) (31,59) (32,32)

TD (T=O) (25,51) (31,26)

TD (T=2) x (33,38)
TD (T=5) X (32,35)

TD (T=10) X (32,32)

TD (T=20) (30,35) (32,32)

TD (T=30) X (32,32)

TD (T=40) (33,32) x

TD (T=6o) (31,40) X

TD (T=80) (33,41) X

TD (T=100) (33,32) X



5.4 Gradient Preprocessed Images. (iradient prcrocesin-

by application of a 3 x 3 Pruwitt oprator to Sc:,,&2 1 aSd

was done prior, to quantization and correlation. The rw-ultt

high-frequency-emphasized images should ex .iL it s'arrer

correlation peaks.

The results are shown as peak profiles in Figure 5.16

Scene 1, Vertical; Figure 5.17 Scene 1, Horizontal; Figiure

5.18 Scene 2, Vertical and Figure 5.19 Scene 2, Horizontal

for various registration metrics. Results without ard with

gradient preprocessing are shown side-by-side for easy com-

parison. In every case except for the TD method, gradient

preprocessing did produce a sharper correlation peak. It

is postulated that sin_ .,e TD method exhibits high fre-

quency emphasis characterisnius itself, then high-frequency-

emphasis filtering provided by; the gradient processor offers

no additional gain. This "independence" of the TD method to

gradient processing was observed for all values of T u,7ed -ii

the simulations.

5.5 Adaptive Quantizer. A locally adative Jhe- old ;.as

used to quantize images to 1 Lit (binary quaris.atori) ,Lfrc

correlation. The threshold was computed as e tnrv tn,, moan

or median in a 3 x 3 moving window. At caci ].ic; ,

center pixel is quantized about the thx:>i. Id , td ;

that location.

This adaptive thresh( old in effct ,s ! -t I . :,

high frequerncy content and z ,ould 1.csuit l1i 4 C:, I :4:
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correlationL function. For i ariiua itizatou, tih:,

DCC corrulation metrics give Cq<luivalt-nt r.-suits. Firui, 5.2<

shows tho rertical cross-section throuh the peak' fir [ce 1.

The a) part of ,'ipcure 5.20 ives the re:;ult without adap tiv

threshoiding for comparison. The b) part shows the result

for a 3 x 3 adaptive mean threshold with no noise. Parts

c) and d) show the DCC and MAD adaptive threshold methods

(mean threshold) for additive noise (SNIR = 1.42); and parts

e) and f) show similar results for a SNR = 0.43. Different

profiles were obtained for DCC and MAD with additive noise

because the noise was different for separate runs (although

SNR was fixed).

Figure 5.21 shows peak profiles in a horizontal direction

for identical conditions as in Figure 5.20. The high fre-

quency characteristic of the adaptive threshold method is

particularly well demonstrated by a comparison of the a) ard

b) parts of Figure 5.21. Since noise added on a pixel by

pixel basis is inherently high frequency, the adaptive

threshold method should exhibit increased noise sen itivt,

for the simulations with additive noise. This was verified

by all simulations of the adaptive method with addiive ncs,.

A comparison of parts c) d) e) and f) of Ficurc 15.- ,t

Figures 5.14 and 5.15 b) illustrates the relativr effs.,

noise on the adaptive threshold method.

Simulation results for a 3 x 3 adaptive cv daIai:

are given in Figures 5.22 for the vrtical rcab: ;-rol , :,:

5)
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5.C.1 Different Spectral Bands. Images listed as Ohio Filez

26 ana 27 in Table 5.1 were images of the same scene but in

different spectral bands. Simulations were done to compare

the DCC, MAD and TD registration methlods with and without

gradient preprocessing. A summary of the results is gifven

in Table 5.4 in terms of computed registration coordinates.

TABLE 5.4

Results for Different Spectral Bands

Images 7 & 8. Ohio File 26 (8 -12p)
Ohio File 27 (Visible)

Method Registration
Point

True Registration Point (4l,-6T

DCC 8 bit (37,2)

MAD 8 bit (40,29)
TD (T=I0) (41,29)
TD (T=50) (41,29)

DCC 8 bit (Gradient) (2,25)

MAD 8 bit (Gradient) ( 2,51)

TD (Tb) (Gradient) (41,50)

TD (T=50) (Gradient) ( 4,32)

Clearly, the closest match is (41,50) for the TD (T=0)

(Gradient) method. Yet the match is not accurate in the

horizontal direction. This result indicates that further

preprocessing to extract similarities between the two images

is required.

i t 1



The results are shown as profiles through the peak in

Figures 5.24 and 5.25 for the unprocessed images and Figures

5.26 and 5.27 for the gradient images.

5.6.2 Different Time of Day. Images listed as Ohio Files

2 and 10 were infrared images taken at different times of

day. These were used in cross-correlation simulations.

Results are summarized in Table 5.5.

TABLE 5.5

Results for Different Time of Day

Images 5 & 6. Ohio File 2 (Noon)
Ohio File 10 (2:00 PM)

Method Registrat ion
Point

True Match Point (51,51)

DCC 8 bit (51,51)

MAD 8 bit (51,51)

TD (T=5) (51,51)

TD (T=10) (51,51)

TD (T=15) (51,51)

DCC 8 bit (Gradient) (51,51)

MAD 8 bit (Gradient) (51,51)

TD (T=5) (Gradient) (51,51)

TD (T=10) (Gradient) (51,Ei)

TD (T=15) (Gradient) (51,51)

As can be seen all methods correctly indentified the

registration point, so the best comparison of metiods is in

terms of relative peak sharpness and sidelobe levels.
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Cross-sectional plots through thc, peak ar'e sonwn i

Figures 5.28 and 5.29 for the unprocessed images and in

Figures 5.30 and 5.31 for the gradient images.

5.6.3 Different Scale. Images listed as HSV Files 9 and

10 in Table 5.1 were used in simulations of the cross

correlation of images with different scale. Additionally,

these two images were for different spectral bands. Results

are summarized in Table 5.6 in terms of predicted registra-

tion point.

Peak profiles are given in Figures 5.32 and 5.33 for

the unprocessed images. The DCC 8 bit, MAD 8 bit and TD

(various thresholds) methods are compared. As can be seen

from the Table and Figures, anamolous results were cbtained

for the TD method at low threshold values. This was exeoted

becuase of the significant dissimilarity between the tt.:o

images (different scale and different spectral Land). it is

significant that the TD method, with a suitably large thr<:Id,

performs as well or better than the DCC and ;<AD methods.

t)7hai
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Thu mo(2 t i Irificant rt,'lt of this *..irt hTs K . -n tfu

dufin.itio, (ofI c iw r iL:t ' t on m0 tc ( t::c. : .t'eo

diifi'< ,, Ut- w: :tood) ,.,hiciJ is auaptive to 55K-rb con<lrt . .nt.

vari; ol of ti--e 'D method witi DCC and DAD for the 1eeu 1

5d v,-.r- _cal and horizontal directions (with i ific atl';

.if<.. : ::,cnc b, content) shows that for the ideal case

(f=m.,nOO ~~always gives a perfect correlation peak

triiosnold (T) must be increased to allow for no4se

or i-.,o disorticns, some of the advantage of the TD method

1E lost. hcwever, with only a few exceptions (s imulations

,hich ,roduc(d false peaks), the TD method was as ocod as or

better than any other method. An optimum thresh:old 'or t-e

TD method should be based on some measure of, neise ansd/or

distortion between the two images to be correlated. Fsrt-er

work is recommended to provide the theoretical basis and a

practical measurement technique to establish an crt-Jrim; v-iue

for T in a realistic application.

A single adaptive quantization method for the ui.rv

correlator was shown to give significant imnrove A n

correlation peak sharpness. Unfortunately it sho':,d.

sensitivity to noise in the images. If the in .

correlated has low noise levels at higher satioL :'i ,- c.- c r

and if image distortions are stron< onl ) -t o.-: - . -:. i-

quncies then the adaptive (juants z_,r offers ui-uiop, a, I i.t-, n-

tion performance over the gl1obal snantse

7



An overall accomplishment of this effort ..?t}e

development of scene adaptive met nods for iJmprov]ri ima-:e

registration. The two methods deccriLed aLove offer pot -

tially significant improvements in correlator performance,

even though they have some shortcomings.

It is the opinion of the authors that further investi-

gation and development of scene adaptive methods could make

pixel-by-pixel registration methods more accurate and less

sensitive to image distortions. Follow-on work in this area

is recommended.
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